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ABSTRACT
Identifying code smells in projects is a non-trivial task, and it is
often a subjective activity since developers have different under-
standings about them. The use of machine learning techniques to
predict code smells is gaining attention. In this replication study,
our goals are: (i) verify if previous model’s performance maintain
when we extract data from updated systems; and (ii) explore and
provide evidences of how the use of different feature engineer-
ing and resampling techniques can enhance code smell prediction
model’s performance. For these purposes, we evaluate four smells:
God Class, Refused Bequest, Feature Envy and Long Method. We
first replicate a previous study that focus on the algorithm’s perfor-
mance to identify the best models for each smell using a different
dataset composed of 30 Java systems. This first experiment pro-
vides us a baseline model that is used in the second experiment.
In the second experiment, we compare the performance of the
baseline model with other models tuned with polynomial features
and resample techniques. Our main results are: for datasets with
imbalances lower than a ratio of 1:100, such as God Class and Long
Method, the use of oversample techniques yielded better results.
For datasets with more severe imbalance, like Refused Bequest and
Feature Envy, the undersample techniques performed better. The
feature selection technique, despite a minor impact on the results,
provided insights. For instance, we need new features to represent
some code smells, such as Long Method and Feature Envy.
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1 INTRODUCTION
Code smells are code structures that can compromise the internal
quality of systems [17]. Between 1990 and 2017, at least 351 stud-
ies were conducted on code smells, with detecting their structures
being the most prevalent focus, representing 30% of the total [45].
Those studies presented approximately 80 tools and techniques to
identify code smells [14, 45]. Several techniques to detect smells
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in source code have been proposed, most based on software met-
rics and thresholds. However, to use thresholds, developers must
adjust them according to their context and system size. One way
to overcome the threshold limitation is to use machine learning
techniques to detect code smells.

To use machine learning, most models need a ground truth to
know beforehand which instances contain code smells. However,
building datasets is a non-trivial task and requires substantial effort
[43]. Another problem raised by machine learning modeling is
that code smell datasets are highly imbalanced [1, 10, 40], i.e., they
have more negative instances than positive ones. Several studies
used machine learning techniques to deal with imbalanced datasets
[18, 22]. To our knowledge, those studies did not try to understand
how different techniques and their parametrizations may impact
the model performance in predicting code smells. Furthermore,
most of the studies in the literature only use linear features [10];
thus, exploring polynomial features can lead to relevant research
studies.

This paper replicates a base study [10] to obtain new insights
into predicting code smells using machine learning on systems from
GitHub1. However, we further expand this study by evaluating the
impact of feature engineering and resample data techniques on the
machine learning model performance. For that task, we collected 30
Java software systems from Github and evaluated them using four
code smells (God Class, Refused Bequest, Feature Envy, and Long
Method). We have used five code smell detection tools to build our
ground truth.

The results highlight that the models achieved better prediction
capacity by reducing imbalance. In our study, models generated
by Decision Tree, Random Forest and Gradient Boosting Machine
achieved, in general, the best performance. The performance in
predicting the God Class and LongMethod code smells was superior,
and the performance was worse in predicting the Refused Bequest
and Feature Envy code smells. The Undersample technique was
better for caseswith higher imbalance, while oversample techniques
performed better for cases with less data imbalance. The Refused
Bequest and Long Method did not improve their performance when
adding new features at training. In God Class and Feature Envy,
feature selection indicated valuable insights, suggesting the need
for new ways of representing them.

The main contributions of this study were:

1https://github.com/
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• Provide a public dataset with 50k classes and 295k method
instances, with ground truth for four types of code smell;

• Replicate a study using a dataset with more modern systems;
• Insights about feature selection, polynomial features, and
resample data.

The rest of this paper is structured as follows. Section 2 presents
a background for this study. Section 3 discusses the base study that
we replicated. Section 4 shows how we conducted the experiments.
Section 5 presents the results. Section 6 discusses the findings of
this study and how they can be useful for different actors. Section 7
shows threats to validity. Section 8 discusses related works. Section
9 includes the conclusion and ideas for future studies.

2 BACKGROUND
2.1 Code Smells
Code Smell is an indication that usually corresponds to a deeper
problem in the design or code structure of systems [17]. They con-
tribute directly to technical debt if overlooked and left unaddressed;
thus, successful long-term projects must avoid them. Code smells
are often detected using hard-coded rules in detection tools [14, 21].
Thus, code smells are code snippets (or several snippets) that nor-
mally correspond to a more extensive problem in the system [30].
Once such code smells are detected, increased focus must be placed
on them, as they will likely require extra effort during maintenance
and implementation of new features. Sometimes, such detection can
lead to reworking the module as refactoring [30]. Code smells have
been widely studied and associated with faults and bad-quality code
[7, 11, 19, 44, 51, 52]. We analyzed four code smells, where two are
related to classes (God Class - GC and Refused Bequest - RB), and
two are related to methods (Feature Envy - FE and Long Method -
LM). The God Class code smell represents a class with excessive
responsibilities, strongly indicating design flaws [37]. The Refused
Bequest code smell means a child class does not fully support all
the methods or data it inherits [17]. The Feature Envy code smell
indicates, for instance, that a method is more interested in a class
other than the one it is in [17]. One method with the Long Method
code smell is complex, including many data and responsibilities
[17].

2.2 Machine Learning
Several techniques have been proposed to identify code smells,
such as a combination of software metrics [27, 36, 48], the use of
historical data [39], refactoring opportunities [15], and machine
learning models [2, 10, 13, 41]. Machine learning approaches elimi-
nate constraints relying on metrics thresholds. Our study aims to
replicate previous study and evaluate the performance of seven ma-
chine learning algorithms, considering the impact of using different
resampling techniques, non-polynomial features, and hyperparam-
eters tuning. Exploring and presenting the results of different tech-
niques can bring insight into which one should be further evaluated
and adopted by the community.

Identifying code smells is a classification problem in which each
class/method of a project is analyzed and classified according to the
smells it contains [3]. Consequently, the models receive as input
a vector of features, in our case, software metrics. There are two
ways to learn: a supervised and unsupervised approach. Supervised

learning indicates that the model is trained based on the actual
classifications of the classes/methods, i.e., we need a ground truth
containing if the class/method is smelly or not to adjust the model.
Meanwhile, an unsupervised model separates the data according
to the available data, classifying the instances according to their
similarities. In this study, we evaluated seven supervised models:
Multi-Layer Perceptron (MLP) [20], Naïve Bayes (NB) [28], Logis-
tic Regression (LR) [23], Decision Trees (DT) [6], Random Forest
(RF) [5], Gradient Boosting Machine (GBM) [8], and K-Nearest
Neighbors (KNN) [9]. The selected models use different strategies,
for instance, conditional probability (NB), function modeling (LR),
tree-based algorithms (DT, RF, GBM), clustering (KNN), and neural
network (MLP). We further separated our data into training and un-
seen data. We used the training data to train and adjust the models,
enhancing their performance, and we used unseen data to evaluate
the performance of the models after training. Consequently, we did
not consider the instances on this part of the dataset in the training
since it avoids model overfitting.

3 STUDY REPLICATION
In this study, we replicated a previous study [10] on machine learn-
ing to detect code smells using different and currently maintained
systems from GitHub. Although modern systems deal better with
code smells, they are still very common, especially in collaborative
environments like Github. We expanded the replication to include
a study on the impact of varying the features and resampling tech-
niques used on the performance of models for detecting code smells.
For the rest of this paper, we addressed Cruz et al.’s manuscript
[10] as base study. Table 1 summarizes the study design of both
experiments. We highlighted different aspects of both studies in
italics.

Table 1: Experiments Comparison.

Category Base study Current

Projects 20, Qualita
Corpus[46]

30, GitHub

Datasets 35,600 (classes)
263,211 (methods)

50,765 (classes)
295,832 (methods)

Detection
Tools

JDeodorant, JSpirit,
Organic, PMD,

DECOR

JDeodorant, JSpirit,
Organic, PMD,

Designite

Algorithms DT, RF, NB, LR, KNN, MLP, GBM

Features
Selection 30 manual 22 manual, 5 auto
Resample Data No Yes
Measures F1 F1, ROC-AUC
Models Selection Randomized Search
Feature
Engineering None Polynomial Features
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Both studies evaluated the same seven machine learning algo-
rithms (Section 2.2) to predict four code smells (Section 2.1), chosen
based on their coverage in the literature [45]. The base study used
data from 20 Java software projects from Qualitas Corpus [46, 47].
Meanwhile, our replication evaluated 30 top-stared Java projects
from GitHub. We extracted 12 class and 10 method metrics using
the CK Metrics tool2; those metrics were our features. In addition,
we used five code smell detection tools to obtain information on
which class/method contained the code smells analyzed. However,
instead of the Decor tool [34] to detect the Refused Bequest and
Long Method code smells, we used the Designite tool [42]. For
the dataset construction, we used the same vote method as the
base study: class/method has the X code smell, whether at least
two out of the three detection tools identified that code smell in
the class/method. For the machine learning modeling, both studies
followed five steps:

• Data Separation: we split the dataset into two parts. The
first one compromises 80% of the whole data to use in the
training of the models, while the second one uses the re-
maining 20% of data for testing the models generated from
training data;

• Data Analysis: we ensure that only pertinent features are
maintained, through correlation analysis, mitigating overfit-
ting;

• Models Parametrization: the Random Search model se-
lection technique was used during training to improve the
models;

• Models Comparison: the F1metric was used in both studies
to determine themodels with the best performance. Addition-
ally, our study presented the AUC metric, a less restrictive
metric than the F1 metric;

• Test on UnseenData: the test data was given as input to the
best models of each machine learning algorithm to evaluate
the effectiveness in predicting each smell.

We also highlighted that both studies conducted feature selection
and feature engineering, in which we excluded highly correlated
features from the set of features since they can cause overfitting,
removed missing data from our dataset, and normalized the metric
values. However, we took a step further: we explored the impact
of using polynomial features (for creating a feature matrix with
polynomial combinations up to a specified degree) and different
resampling techniques, such as oversample and undersample. We
present more details in Section 4.

4 STUDY DESIGN
4.1 Research Questions
This study has two main goals. The first one is to complement
and check if the base study results apply to other projects from
GitHub, reflecting current trends in the collaborative developer
community. The second one is to explore how the resampling,
the feature selection, and the polynomial features impact on the
performance of code smell identification. The following research
questions guide our study:

2https://github.com/mauricioaniche/ck

• RQ1.Which machine learning algorithm performs better us-
ing resample data, feature selection, and polynomial features
techniques for popular GitHub projects?

• RQ2. To what extent can we use the mentioned techniques
to improve machine learning model training for popular
GitHub projects?

RQ1 aims to understand what algorithms for predicting code
smells perform best. Unlike the base study, we did the same task
with a different dataset. However, we tried to replicate the base
study design, but the authors did not make all design decisions clear
on the base study and its supplementary material. Consequently,
we filled these gaps in our study design based on our knowledge.

Several techniques and parametrizations can directly impact
the machine learning algorithm’s performance when identifying
code smells. Thus, to answer RQ2, we evaluated each of those
techniques individually to understand how their variation can posi-
tively/negatively impact the performance of code smell predictions.

4.2 GitHub Dataset
First, we have built a dataset from Java software projects, selecting
those currently maintained by the open-source GitHub community.
The criteria for choosing the software systems were: i) at least 80%
of its code is in Java; ii) the last update was in 2021 or later; iii)
broad recognition by the programming community (we selected
software projects with at least 1,000 stars in GitHub) [4]. Thus,
we trained our models with non-trivial software systems that uses
newer technologies, such as Continuous Integration/Continuous
Delivery (CI/CD) and gatekeepers.

Table 2 presents the information about the 30 selected software
projects. The first column presents the software system name and
the evaluated version. The second column shows the number of
classes of the software projects. The third and fourth columns
exhibit the number of two class code smells (God Class - GC and
Refused Bequest - RB, respectively). The fifth column shows the
number of methods of the software projects. The sixth and seventh
columns present the number of two method code smells (Feature
Envy -FE and Long Method - LM, respectively). Details about our
ground truth creation are present in Section 4.4. The last line of
Table 2 presents the total values from the second to seventh columns,
and values inside parentheses represent the proportion of smells in
relation to all elements. It is important to notice that the dataset
has a large imbalance, something common in other code smell
prediction studies [1, 10, 40].

4.3 Model Features
We used software metrics for this study as our data input, i.e., fea-
tures for the machine models. We selected them considering aspects
of software quality, such as coupling, cohesion, complexity, and
data abstraction [32]. We obtained those features using the CK
Metrics tool, like the base study. The base study authors discussed
which features they used in the study. In our study, we did the same:
we decided together what features could represent the aspects for
evaluation. First, we discussed which features can represent soft-
ware quality aspects related to the chosen code smells. Next, we
performed a correlation analysis of the features using Spearman’s

https://github.com/mauricioaniche/ck
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Table 2: Open-source Java projects statistics

Projects Classes GC RB Methods FE LM

Checkstyle 9.2 1,295 14 0 4,797 80 2
CoreNLP 4.3.2 4,295 310 22 33,718 673 202
Dbeaver 21.0.2 6,511 101 15 37,108 223 440
ElasticSearch Analysis 7.14.0 28 2 0 204 5 2
FastJson 1.2.76 6,328 31 2 21,491 247 90
Gson (no version) 816 9 0 2,553 67 11
Guava 30.1.1 6,477 146 38 29,480 69 18
Hikari 4.0.3 159 3 0 1,307 49 0
Java Faker 1.0.2 224 1 1 1,383 0 0
Jedis 3.7.0 903 10 3 7,291 128 9
Jenkins 2.287 3,898 55 19 17.887 125 27
Jitwatch 1.3.0 592 23 1 7,728 76 55
Jsoup 1.14.2 326 15 1 2,611 89 0
Junit 4.13.2 1,474 7 2 4,307 28 0
Libgdx 1.9.14 1,776 136 81 31,613 294 94
Mapstruct 1.4.2 3,857 21 1 13,798 134 1
Mockserver 5.11.2 995 25 4 7,227 342 13
Mybatis 3.5.6 1,540 18 2 7,533 138 8
NanoHttpd 2.3.1 145 6 0 715 8 1
Netty 1.7.18 157 3 0 758 10 0
Redisson 3.15.3 2,179 64 0 17,202 295 36
Retrofit 1.6.0 290 1 0 955 6 10
Shenyu 2.4.1 1,234 2 0 6,927 219 0
Shopizer 2.17.0 1,325 23 7 8,062 47 45
Spark 2.9.3 222 2 0 1,369 15 2
Vert.x 4.1.2 1,248 72 6 13,593 447 24
Webmagic 0.7.3 307 3 1 1,137 48 4
XDM 7.2.11 306 23 1 1,961 51 30
YsoSerial 0.0.5 121 0 0 366 4 0
Zookeeper 3.6.3 1,737 49 2 10,751 223 50

All Projects Classes GC RB Methods LM FE

Total 50,765 1175
(2.31%)

209
(0.41%) 295,832 4,140

(1.39%)
1,174
(0.39%)

correlation rank [26], like the base study, and, in the end, evalu-
ated all correlations higher than 0.8. Feature correlation analysis
helps prevent overfitting by identifying and removing redundant or
highly correlated variables, reducing model complexity. In the end,
we considered 49 class and 29 method metrics. After discussions
and removing highly correlated features, we obtained a subset of 12
class and 10 method features. The selected features and brief class
and method metrics descriptions are presented in Tables 3 and 4,
respectively.

4.4 Ground Truth Creation
After extracting and selecting features, we identified which classes
and methods present the analyzed code smells. In the literature,
different methods exist to detect those code smells. However, no
consensus exists on which metrics are best for each code smell,
nor what thresholds should be used [25, 43]. Our study used a
voting strategy to classify each code smell considered the following
five distinct tools to detect code smells: Designite [42], JDeodorant
[15], JSpirit [48], PMD [38], and Organic [36]. Our voting strategy
applied three different detection techniques for each smell for each
class and method.

Table 3: Classes Software Metrics

Metrics Description

DIT Depth Inheritance Tree counts the number of fathers a class has.
FANIN Counts the number of input dependencies a class has.
FANOUT Counts the number of output dependencies a class has.
LCC Loose Class Cohesion includes the number of indirect connections

between visible classes for the cohesion calculation. Low values of
cohesion are bad.

ILCOM Improved Lack of Cohesion in Methods measures the number of
connected components in a class.

LOC Lines of Code counts the number of lines in the class.
NOC Number of Children counts how many classes directly inherits from

this class.
RFC Response for a Class counts the total number of methods and the

number of methods which can be invoked by them.
ICQ Count the Inner Classes Quantity in a class.
TFQ Count the Total Fields Quantity in a class.
TMQ Count the Total Methods Quantity in a class.
WMC Weighted Method Count computes the weighted sum of the methods

implemented in a class, considering the weight as the cyclomatic
complexity [33] of the method.

Table 4: Methods Software Metrics

Metrics Description

FANIN Counts the number of input dependencies a method has.
FANOUT Counts the number of output dependencies a method has.
WMC Weighted Method Count computed in this case for only the own

method, it counts the cyclomatic complexity of itself.
LOC Lines of Code counts the number of lines in a method.
RQ Quantity of returns in a method.
VQ Quantity of Variables counts how many variables are declared in a

method.
PQ Size of Parameter List computes the number of parameters in a method.
LQ Quantity of Loops counts how many loops a method implements.
CQ Quantity of Anonymous Classes in a method.
ICQ Count the Inner Classes Quantity in a method.

Code smell detection tools have limitations, as each detects a
limited set of smells. We guaranteed that for each evaluated code
smell, three tools could detect it. If two (or more) tools detected the
code smell in the class/method, then we added that class/method
as a true positive in our dataset. We manually validated a sample
of the automatically classified smells and verified a precision rate
above 80%. Therefore, this voting strategy is reasonable for our
purposes.

Table 5 shows the relationships between the tool and which code
smells they detect. Each column is associated with one analyzed
code smells, and each line represents one of the five tools used in
the experiments. We use the "✓" symbol to represent that the tool
was used to detect the code smells.

4.5 Machine Learning Study Design
We focused our analysis on two performance metrics: F1 and AUC.
The Precision metric penalizes models with a large number of false
positives. The Recall metric penalizes false negatives. The F1 metric
is a harmonic mean of the Precision and Recall metrics and is a
way to penalize false positives and false negatives equally. That is,
the code smells prediction problem, the F1 metric equally penalizes
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Table 5: Detection Tools for Our Voting Strategy

Tools GC RF FE LM

PMD ✓

JDeodorant ✓ ✓ ✓

JSpirit ✓ ✓ ✓

Organic ✓ ✓ ✓

Designite ✓ ✓

(a) smelly classes/methods not identified by the models and (b) not
smelly classes/methods identified as smelly. The AUC metric plots
a curve on a two-dimensional graph, where the X-axis represents
the proportion of false positive results, and the Y-axis plots the
proportion of true positives. The larger the area under this curve,
the greater the model can correctly distinguish true positives and
false positives. In the case of code smell predictions, the AUCmetric
measures the ability of the models to correctly distinguish smelly
classes/methods from those incorrectly identified as smelly ones.
Based on the results of those metrics, we can rank which algorithms
achieved the best performance. However, we highlighted we have
also calculated the Accuracy, Recall, and Precisionmetrics (available
in the study documentation3).

Figure 1: Experiment Execution

Figure 1 presents the study execution steps: (1) Data Separation,
(2) Data Analysis, (3) Models Parametrization, (4) Models Compar-
ision, (5) Test on Unseen Data, and (6) Feature Engineering and
Resample Study. Our study and the base study share Steps 1 to 5,
and we added Step 6 to our study to evaluate the impact of Feature
Engineering and Resample techniques.

In the Data Separation step, we split the dataset into two parts
(80% and 20% of the data, respectively). We used the bigger part
to train the machine learning algorithms and the smaller to eval-
uate the effectiveness of the model trained on unseen data. The
Data Analysis step assures that only the relevant feature remains:
highly correlated data can bias the training [13]. We used Spear-
man’s correlation algorithm to eliminate similar features because
it is a nonparametric option. After, we removed instances that had
missing/invalid values. Finally, for more efficient training, we nor-
malized all feature values.

The model performance can vary depending on the dataset used
and the values of the algorithm parameters, known as hyperpa-
rameters. We can test multiple combinations of hyperparameters
to obtain the best results (the Models Parametrization step). How-
ever, manually testing all combinations is costly; thus, we used the
3https://github.com/labsoft-ufmg/ml_predictions_replication_2024

RandomizedSearch algorithm (similar to the base study) from the
Scikit-Learn4 library in Python. The algorithm tries to optimize
hyperparameters permutations by choosing samples randomly, gen-
erating several models for each permutation of hyperparameters,
and listing their performance, which allows us to identify the best
model for each situation. Since the base study authors did not clar-
ify the values used for the search, we empirically tested several
parameters for RandomizedSearch.

Another detail to highlight is all trained models used the tech-
niques of resampling data, feature selection, and polynomial fea-
tures. In the Models Parametrization step (Section 5.1), one of the
authors applied feature engineering and resample data techniques
with fixed values based on trial and error (we tested upper and
lower extremes using a decision tree). We selected the feature using
the SelectKBest5 class from Scikit-Learn, which selects features
according to the k highest scores (we fixed the k parameter as 5).
We used the PolynomialFeatures6 class with a polynomial of degree
2 for the polynomial feature techniques. We used the SelectKBest
class independently and in conjunction with the PolynomialFea-
tures class. In the second case, we created the polynomial features
after automatically selecting the features. We used the SMOTE7
and RandomUnderSampler8 classes for the resampling technique
because they have a strategy parameter that defines a "desired ratio
of the number of samples in the minority class over the number of
samples in the majority class after resampling". We defined the value
for the strategy parameter for both cases as 0.2. At this stage of the
experiment, the goal was not only to choose the correct parame-
ters but also to identify good candidate algorithms for correctly
detecting code smells so that we could later investigate the impact
of different feature engineering and resampling techniques on the
best models; consequently, we tried to enhance the performance of
the best models.

To train our models, we used the cross-validation technique,
which splits the training data into parts, and we performed the
algorithm training according to the number of pre-defined cuts. In
our case, we split into ten parts (k = 10). To evaluate the hyper-
parametrization performance in the Models Comparison step, we
selected the parameters that lead to the best F1 metric values. After
obtaining the optimal models for the seven evaluated algorithms,
we tested the optimal models against the Unseen Data. The F1 and
AUC metrics were the output of that step. This step predicts how
the models behave when we provide new instances to classify the
model.

The Evaluation on Test Data step output is input to the Feature
Engineering and Resample Study step. In that step, we chose ma-
chine learning algorithms with the best performance for code smell
prediction. We aimed to explore how different variations of fea-
ture quantities, polynomial features, and resample data can impact
the performance of the model. We used the SelectKBest class from

4https://scikit-learn.org/stable/
5https://scikit-learn.org/stable/modules/generated/sklearn.feature_selection.
SelectKBest.html
6https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.
PolynomialFeatures.html
7https://imbalanced-learn.org/stable/references/generated/imblearn.over_sampling.
SMOTE.html
8https://imbalanced-learn.org/stable/references/generated/imblearn.under_
sampling.RandomUnderSampler.html

https://github.com/labsoft-ufmg/ml_predictions_replication_2024
https://scikit-learn.org/stable/modules/generated/sklearn.feature_selection.SelectKBest.html
https://scikit-learn.org/stable/modules/generated/sklearn.feature_selection.SelectKBest.html
https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.PolynomialFeatures.html
https://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.PolynomialFeatures.html
https://imbalanced-learn.org/stable/references/generated/imblearn.over_sampling.SMOTE.html
https://imbalanced-learn.org/stable/references/generated/imblearn.over_sampling.SMOTE.html
https://imbalanced-learn.org/stable/references/generated/imblearn.under_sampling.RandomUnderSampler.html
https://imbalanced-learn.org/stable/references/generated/imblearn.under_sampling.RandomUnderSampler.html
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Scikit-Learn for the automatic selection of features. For the feature
engineering experiment, our k parameter ranged from 1 to the total
number of features for each dataset, i.e., 12 for the class and 10 for
the method. We carried out the feature selection experiment in two
ways. First, we selected only the k features with the highest scores
per interaction. Second, we made the same selection of the first step
and next applied the polynomial features function. We chose to do
it this way, considering that the features are first collected realisti-
cally, and then new features are created based on existing data. We
used both resample techniques (oversample and undersample) to
evaluate their impact on balancing the dataset. The strategy value
ranges from 0, where the majority data remains untouched during
undersampling or synthetic minority data is not generated dur-
ing oversampling, to 1, where the undersampling entirely removes
majority data, or the oversampling equalizes minority data to the
majority.

5 RESULTS
This section reports the performance of themodels in classifying the
unseen instances on our test data. Section 5.1 presents the replica-
tion of the base study [10]. We called our replication of the baseline
model experiment since we compared them with further model en-
hancements. Sections 5.2 and 5.3 report the experiments to evaluate
the variation of feature engineering and resample techniques. We
chose the best models found in Section 5.1 for those experiments,
where the parameters of those classes varied to evaluate their im-
pact on predicting code smells. Due to space limitations, we only
discussed the relevant results in this paper. The source codes used
in the experiments and the tabulated results are available in the
experiment documentation9.

5.1 Baseline Model Experiment
The baseline model experiment used feature engineering and re-
sample data techniques with fixed parameter values to identify
algorithms with better code smell prediction performance. Figure 2
presents the F1 and AUC metrics performance for the best models
obtained for each of the seven algorithms for each code smell evalu-
ated. The X-axis is the algorithm initials, and the Y-axis represents
the values obtained for each performance metric: the blue bar repre-
sents the F1 metric, and the orange bar represents the AUC metric.
In both cases, the closer to 1.0, the better the prediction capacity.
However, it is important to note that the minimum value (the worst
case) starts at 0.5 for the AUC metric, while the minimum value of
the F1 metric is 0.0.

Table 6 presents the results of the three best algorithms for each
code smell for the F1 and AUC metrics. The first column lists the
code smells. The second and third columns list the algorithms that
generated the models with the best F1 and AUC metrics results,
respectively. The fourth column presents the algorithm chosen for
experiments with feature engineering and resample data, in the
next step. The complete results are accessible in the experiment
documentation.

The God Class code smell had the best results in this experiment.
Regarding the F1 metric, the RF and GBM algorithms generated
the best models with a performance of 0.72 and the DT algorithm
9https://github.com/labsoft-ufmg/ml_predictions_replication_2024

Table 6: Base Line Experiment - Best Results

Code
Smells

Highest F1 Highest AUC Chosen Algorithm

GC RF (.72), GBM (.72),
DT (.71)

DT (.96), RF (.95),
GBM (.95)

DT

RB DT (.10), RF (.09),
GBM (.09)

DT (.74), GBM (.70),
NB (.64)

DT

FE RF (.19), KNN (.16),
NB (.11)

RF (.64), KNN (.57),
NB (.57)

RF

LM KNN (.41), RF (.33),
LR (.33)

GBM (.90), DT (.88),
NB (.88), LR (.88)

KNN

with a performance of 0.71. Regarding the AUC metric, the DT
algorithm obtained the best performance with 0.96, while the RF
and GBM algorithms obtained a performance of 0.95. The NV and
LR algorithms obtained good results for the AUC metric, all above
0.8. The best model generated by the MLP algorithm could not
predict classes with the God Class code smell due to the imbalanced
data in the dataset (2.31% according to Table 2).

Only 0.41% of classes in the dataset are affected by the Refused
Bequest code smell (Table 2), indicating the need to explore further
techniques that deal with imbalanced data. The models generated
from theDT, GBMalgorithms obtained one of the best performances
for the F1 and AUC metrics. The RF algorithm obtained one of best
performance for F1 metric (0.09) and NB (0.64) for the AUC metric.
The worst case occurred with the MLP algorithm, in which the
data imbalance did not allow the creation of a model to identify
the classes with RB smell. Consequently, the F1 and AUC metrics
values were, respectively, 0.0 and 0.5

The Feature Envy code smell affects only 0.39% of the methods
(Table 2). The low number of smelly elements makes it difficult
for the machine learning algorithms to learn about them. For this
reason, the models generated by the DT, GBM, and MLP algorithms
could not predict when a method has that code smell. In models
generated by other algorithms, the results are still low. For the F1
metric, the best performance results were the RF (0.19), KNN (0.16),
and NB (0.11) algorithms. For the AUC metric, the RF algorithm
obtained a performance of 0.64, and the KNN and NB algorithms
obtained a performance of 0.57.

The models generated by machine learning algorithms to predict
the Long Method code smell obtained low values for the F1 metric.
Still, for the AUCmetric, the majority exceeded the score of 0.8. The
KNN (0.41) algorithm obtained the highest performance for the F1
metric, followed by the RF and LR algorithms with a performance
of 0.33. The GBM, DT, NB, and LR algorithms obtained the highest
for the AUC metric, with the first at 0.9 and the others at 0.88. In
addition to that, in the case of the AUC metric, other algorithms
also obtained a good performance: RF (0.86) and KNN (0.83). Like
the other code smells, the data imbalance did not allow the MLP
algorithm to predict smelly elements.

As highlighted before, our dataset of the four code smells is im-
balanced. However, in cases such as the RB and FE code smells,
this imbalance is below the proportion of 1:100 and is considered a
severe imbalance [24]. Compared with the GC and LM code smells,

https://github.com/labsoft-ufmg/ml_predictions_replication_2024
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Figure 2: Baseline Experiment - Results

which have an imbalance above 1:100, we noticed that the perfor-
mance for the RB and FE code smells is much lower than those of
the other two smells. Another important point to highlight is that
all algorithms linearly divide the data. The inability of the MLP al-
gorithm to predict code smell indicates a possible variance problem
in the datasets. Variance defines how spread out the data are [35].
The more spread out the data are in dimensions, the more difficult it
is to draw lines that make up their divisions. This hypothesis can be
reinforced by the performance of the DT, RF, and GBM algorithms,
which can capture more complex patterns, especially in the last two
algorithms that use the ensemble technique. Given the explained
results, we summarize the answers to the first research questions.

Answer of RQ1: For classes with code smells, the algorithms
with the best performance for the F1 and AUC metrics were DT,
RF, and GBM. The exception in this case was the NB algorithm
for the RB code smell, which obtained better results than the RF
algorithm for the AUC metric. For GC smell, we chose the DT
algorithm, with 0.71 for the F1 metric and 0.96 for the AUC metric,
for experiments with feature engineering and resample techniques.
We chose the DT algorithm for the RB code smell since its scores
were 0.10 for the F1 metric and 0.74 for the AUC metric. For the FE
code smell, the algorithms with the best performance for the F1 and
AUC metrics were the RF, KNN, and NB algorithms. In this case,
the RF algorithm obtained the best performance for both metrics
(0.19 for the F1 metric and 0.64 for the AUC metric). Therefore, we
chose it for the next experiment. For the LM code smell, the best-
performing algorithms for the F1 metric were the KNN, RF, and LR.
For the AUC metric, the best-performing algorithms were GBM,
DT, and NB. For that smell, the AUC metric results were higher,
and the F1 metric results were lower, so we chose the algorithm
with the best F1 metric result, KNN (0.41).

5.2 Feature Engineering
Figure 3 shows the results of the Feature Engineering experiment.
The first chart presents the F1 metric results for the K feature selec-
tion technique variations. The second chart presents the F1 metric
results for variations of the K feature selection technique, followed
by applying the polynomial features technique. The third and fourth
charts are the same as previous charts one and two, respectively, but
for the AUC metric. Each chart presents four symbols representing
the code smells: the circle is the GC code smell, the triangle is the
RB code smell, the square is the FE code smell, and the cross is

the LM code smell. The Y-axis is the values for the F1 and AUC
metrics. The X-axis is the number of selected features. Note that on
the X-axis, for k equal to 11 and 12, the square and cross symbols
do not appear since our method dataset only has ten features.

Table 7: Feature Engineering Experiment - Variations Results

Code
Smells

F1: FS F1: FS + PF AUC: FS AUC: FS + PF

GC ↓ .34 ↑ .73 ↓ .34 ↑ .74 ↓ .61 ↑ .89 ↓ .61 ↑ .90

RB ↓ .00 ↑ .17 ↓ .50 ↑ .54 N/A N/A

FE ↓ .00 ↑ .07 ↓ .00 ↑ .08 ↓ .50 ↑ .51 ↓ .50 ↑ .52

LM ↓ .63 ↑ .64 ↓ .62 ↑ .64 ↓ .75 ↑ .76 ↓ .74 ↑ .76

Table 7 presents the best and worst results of the feature engi-
neering experiment. The first column lists the four code smells,
the second column is the F1 metric results using only the feature
selection technique, and the third column is the results using the
feature selection technique, followed by polynomial features. The
fourth and fifth columns are equivalent to the second and third
columns but for the AUC metric. Arrows pointing down indicate
the worst results, and those pointing up represent the best results.
We represented the metrics that remained unchanged in results (0.0
for the F1 metric or 0.50 for the AUCmetric) as "N/A". The complete
results are accessible in the experiment documentation.

For the God Class code smell, five features were sufficient to
stabilize performance for the F1 and AUC metrics, which reached
values of 0.73 and 0.86, respectively. The five features were FANOUT,
LCOM*, RFC, TMQ, and WMC. In the case where we selected two
features (RFC and WMC) and then further applied the polynomial
features technique, the F1 metric value was 0.69, and the AUC
metric value was 0.89, showing that in this specific case, using the
polynomial features technique allows us to get closer to the same
result of using five features.

The Feature Envy code smell achieved a significant improvement
in F1 metric results when eight features were selected (FANIN,
FANOUT, WMC, LOC, RQ, VQ, PQ, LQ, CQ), ranging from 0.0 (only
one feature) to 0.07. With the eight features above plus the use
of polynomial features, there is a slight improvement of 0.08. We
did not observe that improvement for the AUC metric: when we
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Figure 3: Feature Engineering Results

used all features, we obtained an improvement of 0.01. Although the
Feature Envy code smell results are still very low, the increase in the
number of features and the application of polynomial features had
positive impacts on the predictive capacity, indicating the need for
(i) collecting more features that can better represent the smell, and
(ii) using polynomial features to deal with the data variance problem.
Finally, using those techniques in the Refused Bequest and Long
Method code smells did not significantly impact on performance of
the results.

As evidenced by the results, varying the number of features used
to generate predictive models can be used to refine the models in
some cases. Regarding the GC and FE code smells, increasing the
dimensionality of the models was beneficial to a certain extent;
thus, the feature increase no longer has any effect from this point
onwards. As for the RB and LM code smells, increasing the number
of features did not significantly impact them, indicating that the
features used in this study may not be the best to represent these
smells; so, exploring new features to predict them can be more
interesting.

5.3 Resample Data
Figure 4 presents the results of varying the strategy parameter
for the resample data techniques. The first chart presents the F1
metric results using the oversample technique, and the second chart
the F1 metric results using the undersample technique. The third
and fourth charts present the oversample and undersample results,
respectively, for the AUC metric. Each chart presents four symbols
representing the code smells: the circle is the GC code smell, the
triangle is the RB code smell, the square is the FE code smell, and
the cross is the LM code smell. The Y-axis is the values for the F1
and AUC metrics. The X-axis is the value of the strategy parameter.

Table 8: Resample Data Experiment - Variations Results

Code
Smells

F1:
Oversample

AUC:
Oversample

F1:
Undersample

AUC:
Undersample

GC ↓ .72 ↑ .76 ↓ .89 ↑ .96 ↓ .38 ↑ .71 ↓ .86 ↑ .97

RB ↓ .00 ↑ .12 ↓ .50 ↑ .81 ↓ .00 ↑ .09 ↓ .50 ↑ .87

FE ↓ .00 ↑ .23 ↓ .50 ↑ .73 ↓ .00 ↑ .22 ↓ .50 ↑ .85

LM ↓ .76 ↑ .78 ↓ .88 ↑ .94 ↓ .42 ↑ .72 ↓ .80 ↑ .93

Table 8 presents the best and worst results of the resample data
experiment. The first column lists the four code smells, and the

second and third columns are the F1 and AUCmetrics results for the
oversample techniques, respectively. The fourth and fifth columns
are the F1 and AUC metrics results for the undersample techniques,
respectively. The values between columns two and five are con-
sidered only decimal places, with those to the right of the down
arrow being the worst results and those to the right of the up arrow
being the best results. The complete results are accessible in the
experiment documentation.

On the one hand, for the smells with the lowest imbalance (GC
- 2.31% and LM - 1.39%), for F1 score, the oversample results (GC:
0.76% and LM: 0.78%) were better than the undersample (GC:0.71%
and LM: 0.72%). On the other hand, the code smells with the greatest
imbalance (RB - 0.41% and FE - 0.39%) remained with low values
for the F1 metric, both using oversample and undersample. It is
possible to evaluate that the prediction performance regarding the
AUCmetric is good (improvement between 6% and 13% for over and
undersample cases) in the cases of the GC and LM code smells and
very good (improvement higher than 20% for over and undersample
cases) in the cases of the RB and FE code smells.

As the results show, resample techniques can be a good solu-
tion to deal with the imbalance of code smells datasets, but using
them carefully is important. For datasets with an imbalance greater
than 1:100, the undersample technique performed better than the
oversample in the case of the AUC metric and obtained a similar
result for the F1 metric for the RB and FE code smells. The oversam-
ple techniques can be a better option for code smells with lower
imbalance (GC and LM).

After the analysis of Sections 5.2 and 5.3, we can answer the
second research question.

Answer of RQ2: Using feature selection, polynomial features,
and resampling data techniques can help refine predictive models
and identify possible changes in the dataset. In the case of selecting
the number of features, we obtained improvements in cases such as
the GC and FE code smells, allowing us to evaluate that only one
feature was relevant in the prediction of the RB and LM code smells;
thus, we need to explore new features if we want to improve the RB
and LM models. Despite the positive impact for the GC and FE code
smells, using polynomial features is not justified, as it improved in
both cases by a percentage of just 0.01. Resample techniques were
more promising for refining predictive models. In cases where the
dataset imbalance exceeded 1:100, the undersample was a more
promising solution (improvement higher than 30% in AUC score);
in cases where it was below 1:100, the oversample seemed to be a
better option for F1 score and both (over and undersample) are a
good option for AUC score.
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Figure 4: Resample Data Results

6 DISCUSSION
In this section, we compare the results of this experiment with the
base study. An important aspect of both studies is the imbalance
of the Qualitas Corpus and GitHub datasets. The code smells had
the following proportions in the base study: GC: 4.77%, RB: 8.96%,
FE: 3.46%, and LM: 0.87%. In the current study, that proportion is
much lower: CG: 2.31%, RB: 0.41%, FE: 1.39%, and LM: 0.39%. We
highlight that in both studies, the code smells with less imbalance
in the datasets had the best results for prediction. In the case of
the base study, they were the GC and RB code smells; in our study,
they were the GC and LM code smells. Also, in both studies, the
models generated by the RF and GBM algorithms are among the
best predictors for most of the smells.

The main differences between the two studies are: (i) the F1 met-
ric values were higher in the base study, and (ii) the best prediction
performances in the base study were for the GC and RB code smells,
while in our study were GC and LM code smells. The first difference
is due to the imbalance in the base study dataset, which is smaller
because the dataset for the base study is from 2010 [46], while the
current study is from 2021. Older Java systems can have more code
smells, as new development practices and tools, such as Linters,
mitigate them. Regarding the second difference between the studies,
we can justify it when we conclude that the smallest imbalances
provided the best results, regardless of which smell it was.

One of the proposals for future work in the base study [10] was
to improve the results of models that did not perform well. Our
work explored feature engineering and resample data techniques
as a way to improve prediction. This improvement was significant
in some cases, especially for the AUC metric, like for the RB and
FE code smells when they used resample data techniques. In other
cases, for the F1 metric, although the techniques did not always
achieve satisfactory results, it was still possible to notice improve-
ments, where we checked for the RB and FE code smells when using
resample data techniques. In summary, resample data techniques
had a greater positive impact than feature engineering techniques.
However, undersample techniques performed better for cases with
higher imbalance, while oversample techniques were better for
cases with less data imbalance. The feature selection technique
could still provide valuable insights because, for the RB and LM
code smells, only one metric was responsible for the models’ perfor-
mance, indicating the need to seek new ways of representing this
smell. Finally, we highlight that very high values for the strategy
parameter can harm the models.

The results of this study can be useful to different professionals
in the following ways:

• Researcher: they indicate the need to research other tech-
niques, in addition to undersample and oversample, to deal
with data imbalance in code smells;

• Developer: they facilitate data-driven source code refactor-
ing;

• Software Architect: they allow improving the results of
fuzzy predictions to identify points for improvements in the
architecture of software systems.

7 THREATS TO VALIDITY
Despite the careful design of our empirical study, some limitations
may affect the validity of our results. This section discusses threats
and our actions to mitigate them, organizing them by construct,
internal, external, and conclusion validity [50].

Construct Validity. Construct validity concerns the mapping of
the results of the study to the concept or theory [50]. For instance,
we relied on only two metrics (F1 and AUC) to evaluate the models
for code smell detection. That choice threatens construct validity
since the metrics can not accurately measure the effectiveness of
the machine learning classifiers. However, that threat does not
invalidate our main findings since previous related studies use
those metrics with similar purposes. Besides, we used only one
implementation for each classifier, which may bias our results.
However, those implementations were provided by libraries heavily
used formachine learning, such as Scikit-Learn. Therefore, we relied
on the best-known algorithms to perform the code smell detections.
The construction of the ground truth is also a threat since it may
include false positives and not identify all true positives. To mitigate
it, we relied on the combination of five tools for the ground truth
creation.

Internal Validity. Threats to internal validity are influences
that can affect the independent variable due to causality [50]. In
our context, this threat refers to the characteristics of the chosen
datasets. For instance, since we selected open-source projects from
GitHub, the project domains, involved technologies, and experience
of the developers are some confounding factors. Our dataset com-
prises 30 software systems from different domains to minimize that
threat. Although the constraints of the tools used (for instance, Java-
based technology) exist, we have tried to analyze and understand
the results and mitigate confounding factors.

External Validity. Threats to external validity are conditions
that limit our ability to generalize the results of our paper [50]. For
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instance, the 30 systems we evaluated can only represent part of
the space of open-source systems since they were all written in
Java. Therefore, we cannot generalize our results to other projects,
code smells, and technologies. It is important to highlight we only
performed the detection in Java systems because not enough tools
exist to create the ground truth for other languages. The study
design is not limited to the programming language, performing in
different datasets. Besides, the selected systems range from differ-
ent domains and sizes, including large frameworks from industry.
Finally, we explored five tools in depth to detect code smells. It
would be important to assess how this might impact results.

Conclusion Validity. Threats to the conclusion validity are
concerned with issues that affect the ability to draw the correct
conclusion between the treatment and the outcome [50]. Our study
performed metrics used can have led us to false conclusions. The
main reason for choosing the F1 and AUC metrics is to prioritize
something other than precision or recall. Moreover, they are well-
known metrics from machine learning evaluation and information
retrieval. Finally, since not all information was clear enough to
answer the research questions, cross-discussions among the paper
authors often occurred to reach a common agreement about our
main findings.

8 RELATEDWORK
Identifying code smellsmanually in the projects is a time-consuming
activity; as a consequence, several detection strategies were pro-
posed in the literature [14], and they use different strategies, such
as metric thresholds [38, 49], refactoring opportunities [15], and
machine learning algorithms [2, 12, 13, 16, 29–31, 41]. Maiga et
al. [31] used the Support Vector Machine model to identify four
antipatterns in three Java projects. Later, Amorim et al. [2] investi-
gated the precision of Decision Trees to detect four code smells in
four Java projects. Differently from these works, we investigated
the performance of seven models for four smells in 30 systems.
Fontana et al. [16] used machine learning to identify four code
smells on 74 Java systems. In total, they evaluated the performance
of 6 algorithms, varying some of its parameters. However, Di Nucci
et al. [13] replicated the study, filling some gaps, such as using
techniques dealing with data imbalance. Even though our dataset
comprises fewer systems, we highlight that the selected systems in
our work reflect current practices on open-source development and
new technologies. In contrast, previous works analyze the perfor-
mance of systems collected in 2012 [13, 16]. We also experimented
with different techniques that deal with imbalanced data and tuning
of hyperparameters, and we have used different polynomial fea-
tures. We also present our results with an additional measurement,
the AUC metric.

More recently, Stefano et al. [12] evaluated if there was an impact
on the model performance when analyzing multiple versions of a
system versus using only one version. They did not find a statisti-
cally significant difference between their results. Lomio et al. [29]
evaluated how rules from the SonarQube system can help improve
fault prediction algorithms’ performance. Santos et al. [41] used an
ensemble model to identify how similar the models for defects are
in comparison with seven code smells at the class level on a defect
dataset with different versions of 14 systems. They have found a

high performance for only three smells. Even though the focus of
both works differs, we highlight our work to complement them
since we also evaluate two smells at the method level. Madeyski
et al. [30] evaluated the performance of seven algorithms to de-
tect four code smells (Blob, Data Class, Long Method, and Feature
Envy). The authors used a manually validated sample of classes
from their industrial partners. Here, we bring the perspective of
the performance of models on open-source development, and we
evaluate two other code smells, the God Class and Refused Bequest
code smells.

9 CONCLUSION AND FUTURE STUDIES
This study presents a differentiated replication of a base study
[10]. We noticed that the more severe the imbalance in the dataset,
the worse the model prediction performance. The undersample
technique performed better for datasets withmore severe imbalance,
while both (over and undersample) performed good for datasets
with less severe imbalance. The feature selection technique provided
insights into collecting more information to represent the RB and
LM code smells. The polynomial feature techniques had little impact
on the performance of the predictions.

In future work, we intend to research newmachine learning tech-
niques that deal with data imbalance, in addition to undersample
and oversample. We also want to explore new ways of representing
code smells and the features presented in this study and expand
the dataset, evaluating other systems. Finally, extending the work
to other code smells and languages besides Java is also necessary.
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